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Abstract: Phenomena and processes taking place during welding are usually very 
complex and, for this reason, should be described using multivariate methods. 
The article discusses the methodological basis and selected application areas as 
regards the solving of welding problems using statistical multivariate methods. 
In addition, the article presents exemplary applications of the design of experi-
ment, multiple regression analysis, cluster analysis, principal component analysis 
and logistic regression analysis. The application of multivariate analyses provides 
the possibility of performing the mathematical description of joining processes, 
which, after verification, could be used to predict results of such processes, par-
ticularly in relation to the properties and fatigue service life of welded structures.
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Introduction
Welding and allied processes include tech-
nologies used in numerous sectors of indus-
try. Because of their very complex nature, 
the above-named processes are rated among 
special processes and need to be monitored 
at every stage. Welding and allied processed 
are defined, among other things, in the PN-
EN ISO 9001 standard. Welding processes are 
characterised by the so-called relevant or prin-
cipal variables cited in related standards, e.g. of 
the PN-EN ISO 15614 series of standards con-
cerned with welding procedure qualification. 
The foregoing facilitates the control of welding 
processes through monitoring and application 

of identified ranges of variables, e.g. heat input 
(welding linear energy). The remaining welding 
processes are also governed by related stand-
ards. At the same time it should be emphasized 
that welding engineering incorporates interdis-
ciplinary technologies, the monitoring which 
requires the knowledge of, e.g. mechanics and 
strength of materials, thermodynamics, elec-
trical engineering, electronics, materials sci-
ence, metallurgy, economics and management.  

In terms of conditions and parameters, weld-
ing processes are complex technological and 
structural issues, the mathematical descrip-
tion of which is often possible only by means 
of multivariate analyses of data containing 
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information about many objects described 
by many variables [1]. The above-named ap-
proach makes it possible to determine the ef-
fect of imput factors (independent variables) 
on the properties of an object and identify the 
relevance of these factors. In many cases, this 
facilitates the performance of analysis exten-
sively describing a phenomenon subjected to 
investigation [2-4].  

Today’s requirements concerning quality sys-
tems in welding engineering (e.g. PN-EN ISO 
3834-2 or PN-EN 1090-1, 2) require the col-
lection of large amounts of data related to the 
preparation and course of technological  pro-
cesses as well as the inspection of the quality 
of welded joints. To satisfy such requirements, 
welding personnel prepare appropriate doc-
umentation, whereas modern welding devic-
es make it possible to monitor and acquisition 
appropriate welding parameters. The forego-
ing enables the unequivocal identification of 
applied materials and fabricated products as 
well as results in an increase in production flex-
ibility and efficiency and, consequently, a de-
crease in manufacturing costs. The processing 
of such large amounts of data poses a signifi-
cant challenge and requires the use of appropri-
ate methods and resources [3-5]. Increasingly 
often, the above-named issue is addressed us-
ing statistical tools, e.g. multivariate analyses 
including regression analysis, logistic regres-
sion, the design of experiment, Data Mining 
techniques (e.g. cluster analysis, factor analy-
sis and the principal component analysis) and 
graphic methods. The aforesaid tools enable the 
predicting of the properties and fatigue service 
life of welded structures minimising the risk of 
failure and are part  of a very dynamically de-
veloping trend utilising methods enabling the 
scheduling of inspections and preventive main-
tenance of objects and systems referred to as 
Risk Based Inspection (RBI) [6].  

Multivariate methods are widely used in 
humanities, economics, natural sciences, ex-
act sciences, sociology, technical sciences and 

medicine [1-4]. Many multivariate methods 
have been implemented in statistical systems, 
e.g. Statistica, Statgraphics, SAS, R, SPSS and 
STATA [1,2,7-9].

Multivariate regression analysis 
The most commonly used and widely discussed 
statistical technique is the multivariate regres-
sion analysis aimed to create, verify and, final-
ly, use a model in the predicting of a dependent 
variable [2, 3]. The multivariate regression anal-
ysis is the expansion of simple regression to in-
clude situations, where an object is described by 
many independent variables. Regression analy-
ses constitute a versatile tool enabling the cre-
ation of mathematic models having various 
forms, i.e. linear, non-linear (e.g. square, pol-
ynomial, power, exponential and hyperbolic 
[2,4,9,10]. The adjustment of a model usual-
ly involves the use of the least squares method 
aimed to minimise the sum of squares of differ-
ences between the experimental (actual) value 
of an independent variable and its value pre-
dicted by the model [2, 4, 10].

Typical applications of the regression analy-
sis in welding engineering include, among oth-
er things, the mathematical description of the 
effect of welding parameters on parameters 
characterising the shape of the weld and the 
operational properties of joints or the effect 
of the chemical composition of filler materi-
als and parameters characterising the welding 
thermal cycle on the volume fraction of struc-
tures in welds [11,12]. For instance, a common-
ly used model developed using the regression 
analysis is the carbon equivalent equation [13]. 
Author’s own experience includes, among other 
things, the determination of models describing 
the effect of welding process (136) conditions 
and parameters on the amount of hydrogen dif-
fusing in the weld deposit [14].

Logistic regression 
In cases of phenomena presentable in the form 
of dichotomic (dual-state) values it is possible 
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to use logistic regression, for instance, during 
tests concerning resistance to the formation 
of various types of technological and fatigue 
cracks, assuming that all results of tests ending 
up in the rupture of a specimen can be desig-
nated as 1, whereas results of tests lasting longer 
than previously assumed critical time can be 
designated as 0 [15,16]. The use of logistic re-
gression enables the development of the de-
pendence having the following general form 
[2, 4]:

where
–– x – independent variable of the function,
–– e – base of the natural logarithm.

The above-presented equation is character-
ised by relatively simple graphic interpretation 
(sigmoidal curve) and can be used to calculate 
the probability of, e.g. the cracking of a joint in 
relation to selected test factors [15,16] or the for-
mation of welding imperfections [17].  

Design of experiment
The design of experiment constitutes a set of 
statistical techniques involving the setting of 
specific values of independent variables and 
the determination of values of dependent var-
iables [18]. The use of the design of experiment 
in welding-related issues creates difficulties 

in relation to the feasibility of test designs. It 
sometimes happens that associations of in-
put parameters imposed by designs based on 
properly selected (in terms of technology) max-
imum ranges of parameters preclude the per-
formance of an experiment. However, some 
reference publications present examples of tests 
connected with the determination of models 
describing the effect of welding process con-
ditions and parameters on difuusible hydro-
gen content in deposited metal and the effect 
of process parameters on the quality of over-
lay welds. Preliminary tests were based on the 
Plackett-Burman design verifying the signifi-
cance of individual independent variables on 
a dependent variable and the general form of 
a model [19-24]. In turn, tests proper were per-
formed in accordance with two-level complete 
designs or fractional designs [24-26].

Cluster analysis
Complex multivariate problems can be solved 
using Data Mining techniques, enabling the 
identification of correlations within the large 
amount of data [4]. One of the Data Mining 
techniques is the cluster analysis constitut-
ing a separate branch of multivariate statisti-
cal analysis. Clustering algorithms involve the 
division of objects into possibly homogenous 
clusters. In doing so, the priority is to minimise 
the variability inside clusters and maximise the 
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Fig. 1. Results of clustering (cluster analysis) of rutile covered electrodes: a) Euclidean distance dendrogram (Ward 
method), b) K-means plot [30]
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variability between them. Depending on the 
method of the division of elements into clus-
ters, cluster analysis techniques can be divid-
ed into hierarchical and non-hierarchical ones. 
In welding engineering, the cluster analysis was 
used when clustering MAG and TIG welding 
machines, resistance welding machines, rutile 
electrodes, covered electrodes, fluxes for auto-
matic submerged arc welding and welding im-
perfections [27-32]. In the above-named cases, 
good results were obtained using the hierar-
chical Ward method followed by the verifica-
tion and supplementation of its results using 
the non-hierarchical k-means method. Fig-
ure 1 presents the Ward method dendrogram 
and the diagram of k-means in relation to the 
clustering of rutile electrodes. The results of 
the aforesaid activity enabled the selection of 
electrodes (from among all analysed electrode 
grades) most similar in terms of the chemi-
cal composition and weld deposit properties 
(substitutes) to electrodes used in underwater 
works [30].

A factor which, to the greatest extent, reduces 
the wider suability of the method is the neces-
sity of obtaining accurate, objective, homog-
enous and complete data describing welding 
power sources and the mastering of statistical 
analyses.  

Dimensionality reduction methods
Popular methods used in the reduction of di-
mensionality include the factor analysis and 
the principal component analysis. The above-
named methods make it possible to reduce the 
number of variables describing an issue un-
der consideration. In addition, the use of these 
methods can lead to the determination of struc-
ture and general patterns in correlations be-
tween variables, the verification of previously 
detected patterns as well as the description and 
classification of tested objects in new spaces de-
fined by new variables [3]. Both methods lead 
to the formulation of mathematical models in 
the form of linear equations. The factor anal-
ysis involves the transformation consisting in 
the replacement of correlated experimental in-
dependent variables with new non-correlated 
variables [3, 10]. As can be seen, the prima-
ry objective is the transformation of variables. 
In turn, the primary objective of the princi-
pal component analysis is the reduction of the 
number of variables, resulting in the creation of 
diagrams containing factor coordinates of cas-
es and variables. Results of the above-presented 
analyses can be used as input data for further 
analytical tests involving the use of other mul-
tivariate methods [3, 4, 10]. In spite of the high 
potential usability of these methods, their use 

Fig. 2. Diagram of factor coordinates a) cases; b) variables 
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in cases of welding-related issues is very rare. 
Figure 2 presents the results of the principal 
components analysis in relation to stationary 
spot resistance welding machines based on data 
presented in publication [29]. In turn J.S. Shih 
used the principal component analysis to as-
sess the quality of MIG welded joints made of 
aluminium foam [33].  

Linear ordering
A relatively simple technique, in terms of idea 
and calculations, is linear ordering, consisting 
in the projection of multidimensional space 
onto a straight line. The reduction of large di-
mensionality is performed by calculating the 
mean value of standardised and simulated val-
ues of all diagnostic features [10]. The multi-
plication of the above-named value by 100 is 
followed by the obtainment of a synthetic varia-
ble, i.e. the index of standardised values, which 
can be used as input data to create a scatter plot. 
The results of the linear ordering of stationary 
spot resistance welding machines based in data 
presented in publication [29] are presented in 
Figure 3. The worst device, in terms of assumed 
diagnostic features, is the welding machine des-
ignated as D2, whereas the best device is des-
ignated as A8.

Graphic presentation of multivariate 
data 
Statistical programmes also include graphic 
functionalities usable when presenting multi-
variate data, e.g. in the classification of objects. 
The most popular graphic presentation meth-
ods include columnar, star, radar and profile 
charts as well as Chernoff faces. Figure 4 pre-
sents exemplary charts created in relation to 
data presented in article [29], concerned with 
the clustering of spot welding machines. A dis-
advantage of the above-named technique is the 
necessity of performing the subjective visual 
assessment of similarities between graphical-
ly presented objects (which could be difficult 
in cases of many slightly varying objects). The 
Chernoff face analysis is based on a typically 
human capability of facial recognition. Each 
of independent variables (diagnostic features) 
is attributed to one geometrical feature of a 
face (e.g. face width, ear level, nose length, lip 
curvature).  

It should be emphasized that the use of var-
ious methods can lead to different analysis re-
sults. For this reason, reference publications 
recommend using a few potentially suitable 
variants and the selection of those leading to 
factually justified results. The above-named sit-

uation is exemplified in Figures 2-4, 
where it is difficult to compare re-
sults directly.

Graphic methods are highly ef-
fective as they enable the analysis of 
tens of variables. In spite of this, their 
use in welding-related publications 
is extremely rare. For instance, the 
authors of works [34, 35] used Cher-
noff faces and radar diagrams to as-
sess the quality of spot welded joints.

Summary
Because of the complex nature of 
welding processes and quality sys-
tem monitoring-related tendency to 
collect increasingly large amounts 

Fig. 3. Results of the linear ordering of stationary spot resistance weld-
ing machines; based on publication [29] 
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of data to be processed, it is justified to extend 
the methodological workshop of welding per-
sonnel and of research welding engineers by 
including multivariate methods. The above-
‑named methods enable, among other things, 
the prediction of values of independent varia-
bles, the clustering and classification of objects, 
the reduction of the number of variables, the 
investigation of correlations between variables 
as well as the visualisation of results. The fore-
going could be used, for instance, to verify re-
search hypotheses, making purchase decisions 
and search for substitutes as well as prediction 
the service life of joints and welding equipment.

The availability of software programmes for 
statistical analysis extends the applicability of 
the above-presented methods, thus verifying 
the reliability of ongoing research works and 
facilitating the thorough documentation and 

attractive presentation of research-related test 
results.  

However, the aforesaid techniques are lim-
ited by the necessity of mastering the funda-
mentals of research methodology as well as the 
objective and application range of individual 
methods and (in some cases) the use of spe-
cialist software programmes. Luckily, in most 
situations analytical tests can be performed us-
ing popular spreadsheets [9]. 

A very important stage when performing 
analyses is the preparation of data. Calculations 
should be preceded by the selection of diagnos-
tic features, the verification of their correctness 
and completeness, the selection of a method 
used for the replacement of missing data and 
the determination of variability. In cases of di-
agnostic features of significantly varying val-
ues it is necessary to perform the normalisation 
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d) profiles; based on publication [29]
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and, if need be, the stimulation of the former. 
Sometimes, data are entered to a software pro-
gramme in the form of the matrix of correla-
tions or covariation. Most methods require the 
exclusion of collinearity, i.e. the correlation of 
independent variables, as it could lead to inco-
herent results [4]. Certain analyses (e.g. cluster 
analysis) are highly sensitive to the presence of 
outlying points [3].  

Following the completion of analyses, their 
results should be subjected to verification. De-
pending on the applied technique, the verifica-
tion could involve checking the agreement of 
the distribution of raw residuals with the nor-
mal distribution (regression model diagnostics) 
or checking the correct attribution of objects to 
clusters (cluster analysis). It is absolutely nec-
essary to apply the principle of confronting ob-
tained results with the researcher’s knowledge 
and experience. The foregoing is of particular 
importance in relation to statistical techniques, 
the results of which strongly depend on the ap-
plied variant of the method.

It should be emphasized that there is a fac-
tually justified possibility of the complimenta-
ry application of various analyses enabling the 
more precise investigation of issues. Examples 
of the above-named approach include the ap-
plication of various cluster analysis techniques 
[27-30], cluster analysis and regression analy-
sis [1], principal component analysis and the 
design of experiment (Taguchi method) [33], 
principal component analysis and neural net-
work analysis [36] and other variants [36,37].

The solutions presented in the article do not 
exhaust the above-presented issues. For in-
stance, the study did not include the method 
making it possible to solve research problems 
described by qualitative variables. Depending 
on the amount of data, types of independent 
variables (quantitative, qualitative) and research 
problems (prediction, clustering, classification), 
welding-related problems can be solved us-
ing other multivariate methods, e.g. decision 
tree, correspondence analysis, discriminatory 

analysis or reliability analysis [2-4, 16, 38].
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